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Introduction

Researchers and policymakers have long sought to identify the most effective teacher preparation practices, i.e., the “approaches, activities and processes that can be undertaken by teacher educators to develop pre-service teachers’ knowledge, skill, and dispositions” (Hill, Mancenido, & Loeb, 2021). A wide variety of teacher preparation practices have been studied, including general education, content area, and methods courses, as well as modules or workshops run within or in parallel to coursework (e.g., Floden & Meniketti, 2005); teacher educator pedagogies such as practice-based approaches (e.g., Forzani, 2014); and, ways of structuring elements of teacher education programs like paired placements during teaching practicum (e.g., Nokes et al., 2008).

Much has been learned from studying these teacher preparation practices through the most prevalent research approaches in the field, including interpretive research, practitioner research, and design research (Borko, Liston & Whitcomb, 2007). Some teacher educator researchers, however, have noted the lack of rigorously designed impact evaluations, i.e., studies able to identify the effects of specific teacher preparation practices on pre-service teachers and their (future) students (Cochran-Smith & Villegas, 2015; Cochran-Smith & Zeichner, 2005; Grossman, 2008; Grossman & McDonald, 2008; Sleeter, 2014; Wilson, Floden, & Ferrini-Mundy, 2002; Zientek et al., 2008). This lack of impact evaluations is a problem because it means researchers are limited in the guidance they can provide teacher educators and policymakers about what works for whom and in what contexts.

The aim of this article is to support teacher education researchers in designing more rigorous impact evaluations of teacher preparation practices. I do this by first identifying the primary issues of internal validity, measurement, and external validity that have hampered the
ability of researchers to make causal inferences about teacher preparation practices over the past two decades. Then I provide examples and guidance for researchers on how they may be able to overcome these issues in future studies.

I begin by defining impact evaluations and justifying the need for improving their quantity and quality in the field of teacher education. Then I review the research designs and measurement approaches of 166 impact evaluations published in peer-reviewed journals between 2002-2019. Finally, I develop a checklist of considerations for designing and reporting on impact evaluations of teacher preparation practices. This checklist aims to support teacher education researchers to move closer towards developing a shared evaluation paradigm (Grossman & McDonald, 2008) by meeting calls for more “clearly articulated criteria for high quality studies” (Grossman, 2008), and for more explicit guidance for peer reviewers “about the kinds of things that should be present in empirical research for it to be published” (Zeichner, 2005).

The Need for Impact Evaluations

This article focuses on impact evaluations of teacher preparation practices -- elsewhere described as “effects of teacher education” research (Borko, Liston, & Whitcomb, 2007) and “effectiveness research” (Hill, Mancenido, & Loeb, 2021). Impact evaluations investigate the effects of specific teacher preparation practices on pre-service teachers’ knowledge, skills, and/or dispositions, and/or on their (future) students’ learning and development. This is different from process evaluations (also referred to as program monitoring or implementation analysis), which generally aims to investigate how certain teacher preparation practices are implemented, and/or the extent to which they are implemented as designed (Humphrey et al., 2016).

According to modern standards for making causal claims in social science research (King, Keohane, Verba, 1994; Mackie, 1974; Shadish, Cook, & Campbell, 2002), teacher
education researchers undertaking impact evaluations need to: (1) clearly identify a relationship between a teacher preparation practice and specific outcomes (i.e., when X changes, Y also changes); (2) ensure that the practice precedes the expected changes in the outcomes (i.e., X happens before Y); and, (3) reject any other reasonable explanations for changes in the outcome (i.e., nothing else can explain the changes in Y except X). Unfortunately, reviews of teacher preparation research over the past two decades consistently lament the lack of research that meet these standards, with most research in the field not designed to isolate the effects of specific teacher preparation practices from the many varied influences on pre-service teacher development (e.g., Wilson, Floden, & Ferrini-Mundy, 2002; Grossman, 2008).

This is problematic for both political and practical reasons. From a political standpoint, teacher preparation programs are increasingly challenged to demonstrate their impact on their graduates’ outcomes using causal methods (Cochran-Smith, et al. 2017; Teacher Preparation Issues, 2016; Wineburg, 2006). As many “insider” critics of the field have expressed (Grossman, 2008; Zeichner, 2005), if teacher education researchers continue to provide few compelling responses to these challenges, we as a field will continue to lose “professional jurisdiction” over our work. This is because lack of causal evidence may continue to be interpreted as lack of impact and, therefore, utility of teacher education (rather than a lack of investment in generating causal evidence); and/or, because policymakers will continue to pay greater attention to (and we as a field will continue to be at the mercy of) research conducted by

---

1 In some ways, these recent political pressures can be interpreted as a result of hotly-contested debates in the late 1990s / early 2000s over whether policymakers could better improve overall teaching quality by prioritising improving the quality of teacher preparation or the quality of incoming teacher candidates (e.g., Ballou & Podgursky, 2000; Darling-Hammond, et al., 2005). These debates suffered from a lack of rigorous causal evidence on the impact of teacher preparation, leading many states towards increased accountability pressures to incentivise programs to generate such evidence.
those outside our field (e.g., psychologists and economists). As Wilson, Floden, & Ferrini-Mundy (2002) warn: “unless we—as teacher educators and researchers—produce sound, robust measures of impact, others—policy makers and critics—will produce other, less appropriate measures” (p. 201).

There is also a practical imperative for increasing the number and improving the quality of impact evaluations of teacher preparation practices. Without much evidence on the teacher preparation practices that lead to more effective teachers, teacher educators have little concrete guidance when deciding how to best prepare their pre-service teachers (Grossman, 2008), and policymakers have little evidence upon which to base decision-making about accreditation requirements, accountability regimes, and grant programs. Recently there has been some guidance coming from program-level evaluations showing certain program characteristics may be particularly effective (e.g., Boyd et al., 2009). However, as Del Schalock et al. (2006) note, these studies “carry little explanatory power as to why, how, or what within teaching or teacher preparation account for relationships found and, thus, have limited utility in guiding or refining policy, practice, or research” (p.110).

The Challenges of Undertaking Impact Evaluations

Despite the political and practical imperatives, many teacher education researchers have acknowledged the difficulties of undertaking impact evaluations. Reasons include: lack of funding and allocated research time for scholars of teacher education (Cochran-Smith, 2004; Cochran-Smith et al., 2012; Feuer, et al., 2013); heavy teaching loads and mostly part-time or

---

2 This is not to say that important research cannot or should not be undertaken by non-teacher educators. Rather, it is simply to acknowledge that teacher educators operate in a highly regulated and politically volatile environment where decisions about our work are often not guided by our own research (Mayer, 2021). Further, as Wilson, Floden, & Ferrini-Mundy (2002) warn: “unless we—as teacher educators and researchers—produce sound, robust measures of impact, others—policy makers and critics—will produce other, less appropriate measures” (p. 201).
adjunct status of practicing teacher educators (Borko, Liston, & Whitcomb, 2007; Nuttall et al., 2006; Zeichner, 2005); historical separation between research and practice amongst education school faculty (Goodlad, 1990; Labaree, 2004); limited doctoral training on evaluative methods given the dominance of interpretive and design-based research over the past few decades (Borko, Liston, Whitcomb, 2007; Grossman, 2008; Wilson, 2006; Zientek et al., 2008); the lack of teacher education research published in top-ranked peer-reviewed journals (Grossman, 2008; Wilson, Floden, & Ferrini-Mundy, 2002; Zeichner, 2005); lack of capacity to engage in multi-site and/or multi-disciplinary partnerships so as to undertake large-scale evaluations (Borko, Liston, & Whitcomb, 2007; Del Schalock, et al. 2006); the politicisation of teacher education that leads much research and practice to be reactive to political imperatives and the local teaching market (Grossman & McDonald, 2008; Cochran-Smith & Villegas, 2015).

Although these challenges are significant, I share Nuttall et al.’s concern that:

these explanations have become something of a ‘default setting’, and do not go far enough in explicating the complex set of circumstances with which teacher education researchers must engage in order to attain the research quality and credibility necessary to influence initial teacher education policy, as well as teacher education practice (2006: p. 326).

As such, the aim of this article is to explicate -- and support teacher education researchers to address -- one such circumstance that hampers the “research quality and credibility” of impact evaluations in the field: the lack of research design and measurement approaches that meet modern standards for making causal claims.

**Issues of Research Design and Measurement**

Reviews of teacher education research stretching over the past two decades have raised concerns about the research design and measurement approaches of impact evaluations of teacher preparation practices (Grossman, 2008). For example, in the first comprehensive review
of research on effective teacher preparation, Wilson, Floden, & Ferrini-Mundy (2002) noted the limited empirical evidence base for many common teacher preparation practices and made the first major call for more rigorous impact evaluations in the field. Similarly, Cochran-Smith (2005) writes in her summary of the findings and recommendations of the AERA Panel on Research and Teacher Education: “In particular, we need more and better research on the outcomes of teacher education… This requires better data collection and analysis tools for studying outcomes and consistent use of these tools across individual studies” (p. 302). More recently, Sleeter (2014) reviewed the 196 articles published in four top-ranked teacher education journals in 2012, finding: “Only about 1% of the articles reported large-scale mixed-methods studies, only 6% examined the impact of teacher education on teaching practice and/or student learning, and only one did both” (p. 6).

While many teacher education researchers have raised concerns, no single review has summarized these concerns about research design and measurement in one place. As such, in what follows, I bring together themes from teacher education researchers over the past two decades\(^3\) to identify the key issues of internal validity, measurement, external validity that hamper impact evaluations of teacher preparation practices.

**Internal validity**

Most studies of teacher preparation practices use small-scale, single-case study designs to investigate how a group of pre-service teachers attending a single teacher preparation program experience a specific teacher preparation practice unique to their context (Cochran-Smith &

---

\(^3\) The reviews and research commentaries consulted to summarise these issues were: Borko, Liston, & Whitcomb (2007); Cochran-Smith & Zeichner (2005); Cochran-Smith & Villegas (2015); Cochran-Smith et al. (2012); Cochran-Smith et al. (2015); Cochran-Smith et al. (2016); Crawford & Tan (2018); Grossman (2008); Grossman & McDonald (2008); Hill, Mancenido, & Loeb (2021); Livingstone & Flores (2017); Mayer (2021); Menter et al. (2010); Nuttall et al. (2006); Sleeter (2014); Wilson (2006); Wilson, Floden, & Ferrini-Mundy (2002); Zientek et al. (2008).
Zeichner, 2005; Cochran-Smith et al., 2016; Grossman, 2008; Menter et al., 2010; Wilson, Floden, & Ferrini-Mundy, 2002). This single-case approach often allows researchers to develop a deep and nuanced understanding of the dynamic interplay between a teacher preparation practice and pre-service teacher experiences; i.e., how are particular practices in this context enacted, received, perceived, and therefore, learned from?

However, this single-case approach does not allow researchers to identify the causal effects of teacher preparation practices. This is because single-case designs leave open many possible alternative explanations for observed changes in participant outcomes -- i.e., threats to internal validity (Murnane & Willett, 2010; Shadish, Cook, & Campbell, 2002). Three in particular have been flagged by prior reviews as rarely accounted for in impact evaluations: (1) pre-service teachers’ natural learning over time (maturation effects); (2) pre-service teachers opting into (or out of) receiving a teacher preparation practice that is particularly suited towards them (or not) (selection effects); and, (3) improvements caused by other teacher preparation practices that occur at the same time (history effects). Without using a research design that can account for these threats to internal validity, impact evaluations cannot isolate whether study findings are due to the teacher preparation practice or any of these other explanations.

As Zeichner (2005) describes in his summary of the findings and recommendations of the AERA Panel, what is needed are research designs that allow for “systematic analyses of distinct alternatives” (p. 745), such as those that compare the relative effectiveness of two different teacher preparation practices, or those that compare a novel teacher preparation practice with ‘business as usual’ (‘control’). Doing this will allow researchers to better “disentangle the influence of teacher characteristics from those of their preparation programs” (Zeichner &

---

4 See Shadish, Cook, & Campbell (2002) for a full typology of threats to internal validity in causal research, not all of which have been noted by prior reviews of the field.
Conklin, 2005: p. 663). While practically challenging to implement in the context of teacher education, this includes using research designs that account for natural learning over time, such as through comparing the outcomes of a group of study participants who received the preparation practice with a group who did not. It also means using research designs that ensure participants are not able to choose to be part of (or not part of) the treatment group, and that the only difference in the experiences of participants during the study is that one group receives the teacher preparation practice.

**Measurement**

The second set of issues raised by prior reviews relate to measurement. One commonly raised is that impact evaluations of teacher preparation practices often do not use replicable measurement approaches, such as clearly defined and consistent rubric or rating schemes when measuring participant outcomes (Cochran-Smith et al., 2015; Floden & Meniketti, 2005; Grossman, 2008). Instead, teacher education researchers tend to prefer idiosyncratic measures usually developed through subjective inductive analysis of collected data. These measurement procedures are often not reported in detail. As Zeichner (2005) remarks: “many studies reviewed [by the AERA Panel] provide no information about how instruments used for data collection were developed and, validated, or how their reliability was assessed” (p.741). This makes it difficult to assess the validity of researchers’ inferences during the peer review process, and/or design future replication studies to help build the evidence base.

A related issue raised by prior reviews is the lack of commonly used measures across impact evaluations. This limits the accumulation of knowledge across the field, because when most studies use idiosyncratic measures, researchers undertaking meta-analyses or literature reviews cannot confidently compare the relative effectiveness of different teacher preparation
practices, nor can they evaluate whether any differences in study findings across contexts are simply due to different measurement approaches (Zeichner, 2005). One contributing factor to this issue is that not enough researchers in the field are producing and openly providing quality measures for use by others (Grossman, 2008; Grossman & McDonald, 2008), particularly at the grain size needed for evaluations of teacher preparation practices (Zeichner, 2005). As Zientek et al. (2008) note, “In the present set of studies, surveys were the dominant mode for collecting data, but only about half (52%) of the researcher-developed surveys were made available” (p.212).

Another issue raised by prior reviews is that impact evaluations of teacher preparation practices rarely investigate effects on pre-service teachers’ practice and student learning, preferring more proximal outcomes like pre-service teacher perceptions and understanding\(^5\). For example, in their review of research on preparing PSTs to teach science, Cochran-Smith, et al. (2016) note most studies “focused on relatively short-term changes in teacher candidates’ understandings and beliefs in the context of science methods courses”. Similarly, Menter et al. (2010) find in their review of teacher education research in the UK that 60.1% of the 446 studies reviewed use “reflection” as their primary method of data collection. However, as Wilson, Floden, & Ferrini-Mundy (2002) state: “Although it is important to know how teachers feel about the benefits of field experiences, attitude surveys do not answer questions about what prospective teachers actually learn”. In other words, just because pre-service teachers learn it in

\(^5\) Cochran-Smith (2004) notes that much of this can be attributed to field norms: “over the past two decades... Very little of [teacher preparation] research was designed to establish empirical linkages to pupils’ learning, partly because teachers’ knowledge, learning, and beliefs were assumed to be important outcomes of teacher preparation in and of themselves and partly because it was considered self-evident that teachers who knew more, taught better” (p.113). More recently, research has empirically demonstrated: (a) that there is a relationship between teacher knowledge, teacher practice, and student outcomes (e.g., Hill & Chin, 2018; Piasta et al., 2009), and (b) that teachers self-reported perceptions of the effectiveness of teacher professional development often do not match with observed changes in their knowledge, practice, and student outcomes (e.g., Copur-Gencturk & Thacker, 2020; Jacob, Hill, & Corey, 2017).
teacher preparation, doesn’t mean that they will do it later on when they are teaching, or that their K-12 students will learn from how it is implemented (Clift & Brady, 2005; Diez, 2010; Gainsburg, 2012). For researchers to identify these longitudinal effects, they need to use measurement approaches that can allow for multiple outcome measures over time -- approaches that allow researchers to track pre-service teachers into their classrooms.

Finally, prior reviews have raised concerns about the extent to which measurement approaches mitigate participant and researcher bias. Two issues are particularly salient: first, the issue of stakes -- i.e., using outcome measures, such as course grades or licensure tests, that have stakes attached for participants. Measures like these may show inflated effects because participants may try harder than they would otherwise, and/or researchers may unknowingly bias their grading towards identifying effects. Second, the issue of reactivity bias -- i.e., participants changing their behavior to meet their or others’ expectations about the effectiveness of the teacher preparation practice. Though admittedly practically challenging to do in the context of teacher education, not accounting for reactivity bias (e.g., by blinding participants to their treatment condition) can lead to potential placebo effects, and/or findings that may primarily be due to participants changing their behaviour as a result of being studied or their “desires to please the instructor” (Clift & Brady, 2005: p. 303).

External validity

The third set of issues raised by prior reviews relate to external validity -- i.e., the extent to which study findings may generalize to other teacher preparation programs and/or other pre-service teachers. This is a particular challenge for the field given research is often conducted within the specific context of a single teacher preparation program (Cochran-Smith et al., 2016; Sleeter, 2014). That said, designing and reporting on external validity is critically important
given there are thousands of diverse and dynamic teacher preparation programs across the US, and policymakers and teacher educators need to know whether and how study findings can scale to their/other contexts (Conaway & Goldhaber, 2020). Researchers also need to understand what works for whom and in what contexts in order to build a shared evidence base (Wilson, Floden, & Ferrini-Mundy, 2002).

When it comes to external validity, prior reviews of the field have primarily raised concerns about the lack of reporting for generalizability (Cochran-Smith et al., 2012; Grossman, 2008; Zeichner, 2005; Zientek et al., 2008). Two issues are particularly salient: (a) the lack of reporting on the representativeness of study participants (participant generalizability) -- e.g., by comparing the demographics of study participants to either the demographics of the teacher preparation program they are sampled from and/or the demographics of pre-service teachers in the US; and (b) the lack of discussion on the representativeness of study site(s) (site generalizability) -- e.g., by naming study site(s) and/or describing their location, size, program type, and certification level such that others can determine the relevance of findings to other teacher preparation contexts. It is important to note that more is not necessarily better when it comes to reporting on participants and sites. Rather, as Floden & Meniketti (2005) caution, teacher education researchers need to report study details in more standardized ways that enable us to compare across studies and build a shared evidence base:

when courses [in teacher preparation programs] were described, the descriptions were idiosyncratic. Authors would mention particular texts or describe the academic tasks they posed to students, in ways that offered detail, but gave scant opportunity for linking to other studies. (p. 286)

Prior reviews have also raised issues regarding the extent to which studies are designed for scalability. Impact evaluations of teacher preparation practices are often conducted by their developers, who are often highly enthusiastic about, skilled in, and/or suited to the practice. This
can limit external validity as study findings may not replicate when teacher preparation practices are undertaken by other teacher educators. Unless study authors mitigate these potential instructor effects in their research design (e.g., by training instructors to deliver the teacher preparation practice), others cannot assess whether the practice can be scaled to other contexts. A related issue raised by prior reviews is the potential bias of researchers who study their own practices as teacher educators (researcher bias). Researchers may unknowingly make and/or overlook reporting on various research design and measurement choices that limit the generalizability of study findings to other contexts. As Wilson, Floden, & Ferrini-Mundy (2002) note: “Although local teacher educator researchers have valuable knowledge of the phenomenon under investigation, critics have the right to raise questions about the conflict of interest apparent for teacher educators doing research that validates the need for teacher education” (p.194).

The Present Study

To aid future researchers in addressing these issues of internal validity, measurement, and external validity, I systematically reviewed the research designs and measurement approaches of impact evaluations of teacher preparation practices conducted over the past two decades. I conducted an online and hand search of studies of teacher preparation practices to identify impact evaluations published in peer-reviewed journals between 2002-2019. I then coded studies based on whether they address the issues of internal validity, measurement, and external validity identified above. My aim was to both empirically assess the prevalence of these issues to help identify priorities and opportunities for the field, as well as highlight innovative and promising approaches that can be emulated by future researchers.

While no other study has focused exclusively on the research design and measurement approaches of impact evaluations of teacher preparation practices, three studies have undertaken
a similar methodology of assessing the state of the field to provide guidance for future researchers. First, Zientek et al. (2008) reviewed the reporting practices of all quantitative research studies cited in *Studying Teacher Education: The Report of the AERA Panel on Research and Teacher Education* (Cochran-Smith & Zeichner, 2005). The authors coded studies based on their statistical methods and the extent to which they report various tests or statistics as recommended by the AERA Standards. Second, Sleeter (2014) investigated the extent to which teacher education research is “designed to influence policy” by reviewing 196 articles published in four top-ranked journals in the field in 2012. Sleeter (2014) categorized studies based on research design and the extent to which they connected teacher preparation policies and practices to impacts on teachers. Finally, Crawford & Tan (2019) investigated the extent to which teacher education research uses mixed methods by reviewing articles published in *Journal of Teacher Education* and *Teaching and Teacher Education* between 2010-2016. The authors coded empirical studies based on whether they used qualitative, quantitative, or mixed methods.

In all three of these studies, the aim in assessing the state of the field was to highlight specific opportunities to advance research -- whether that be more standardised reporting practices in quantitative studies, more research designed to influence policy, or more mixed-methods studies. In this paper, I seek to do this same, but with a focus on supporting teacher education researchers to conduct more rigorous impact evaluations of teacher preparation practices.

**Method**

---

6 While there is a small overlap in the sample of studies reviewed in this paper and those reviewed by Zientek et al. (2008), Sleeter (2014), and Crawford & Tan (2019), my review analyses these studies differently as my focus is on research design and measurement approaches.
Guided by general principles for undertaking systematic literature reviews (Kennedy, 2007; Polanin, Maynard & Dell, 2017; Slavin, 1986), I first defined my inclusion criteria, and then undertook a four-step process for identifying and assessing studies. This process is summarized in Figure 1 and detailed below.

**Inclusion Criteria**

I defined the scope of my review as *impact evaluations of teacher education practices* focused on *improving K-12 pre-service teachers’ instructional quality* that were *published in peer-reviewed journals* between *January, 2002 and April, 2019*. I chose to begin from 2002 because this was the year of the first major call for more rigorous evaluative research in the field (Wilson, Floden, & Ferrini-Mundy, 2002). I also chose 2002 because it was the beginning of increased support for more rigorous impact evaluations in education through the establishment of the Institute of Education Sciences (Whitehurst, 2003). I also only included studies conducted within the US and that had been published in peer reviewed journals. I did this in order to investigate the development of the field since 2002, and to ensure future reviews can more easily replicate my approach and/or compare findings.

**Figure 1. Review Procedure**
**Impact Evaluations**

I defined *impact evaluations* as studies intending to investigate the *causal effects* of a specific teacher preparation practice on one or more outcomes. I included studies where authors used causal language like “evaluate”, “impact”, “effective[ness]”, “change”, “influence”, or “develop” when describing the purpose of the study in their introduction, rationale, research questions, or methods sections. I excluded studies that simply described the implementation of a teacher preparation practice and/or studies that only sought to understand how pre-service teachers experienced a teacher preparation practice. There was no minimum sample size necessary for inclusion; and both quantitative and qualitative studies were included.

**Teacher Preparation Practices**

I defined teacher preparation practices as either: (1) a course or set of courses organized around a particular theme within a teacher preparation program (e.g. a redesigned science
methods course focused on inquiry; a new course for elementary teachers on sustainability); (2) an activity, pedagogy, or process implemented within a course in a teacher preparation program (e.g. the use of peer feedback on assignments; a short module on assessment within a math methods course); (3) a way of organizing a program component like the practicum (e.g. being assigned a certain type of mentors during practicum; being assigned to practicum placements in pairs); or (4) an experience organized by teacher educators for the purpose of developing pre-service teachers’ skills, knowledge, or dispositions (e.g. undertaking a workshop on behavior management; a penpal arrangement between pre-service teachers and Grade 4 students). Based on this definition, I excluded studies that evaluated the effects of whole programs, and those that evaluated a bundle of practices related to a single philosophical approach.

**Instructional Quality**

Given the wide range of teacher preparation practices studied in the field and my limited resources, I followed the lead of Wilson, Floden, & Ferrini-Mundy (2002) and chose to focus only on teacher preparation practices directly aimed at improving pre-service teachers’ *subject matter knowledge* and *pedagogical skills*, as well as teacher preparation practices conducted during or to improve the *clinical experience*. This meant that I included studies of teacher preparation practices that developed pre-service teachers’ disciplinary content or pedagogical knowledge or skills, as well as their knowledge and skills in using certain general instructional moves (e.g., for classroom management); assessing and providing feedback to students; developing unit plans and instructional materials; and/or addressing diverse academic and behavioural needs (e.g., supporting English language learners and students with Individualized Education Plans)\(^7\). Studies did not need to directly measure instructional quality to be included

---

\(^7\) This focus meant I excluded teacher preparation practices focused on domains more distal to instructional quality such as: family and community engagement, general teaching self-efficacy, skills and self-efficacy in using...
(e.g., they could use changes in pre-service teacher knowledge or teacher self-efficacy as the primary outcome).

**Step 1 & 2: Online Search and Inclusion**

I conducted an online search in May 2019 of the primary US education research database (ERIC) using the limiters and search terms described in Figure 1. This returned an initial pool of 2228 studies. The abstract, introduction, research questions, and methods sections of the studies were reviewed based on the criteria described above to determine whether the study should be included in the review.

To ensure reproducibility, three research assistants were trained on and suggested clarifications to the criteria until independent percent agreement reached above 80%. 600 studies were double-coded in this manner. The remaining studies were coded for inclusion by me. To safeguard against accidental exclusion, two research assistants double-coded 100 randomly selected studies that had been coded only by me. No studies were found to be accidentally excluded.

Based on this review, 2065 of these studies were excluded and 163 were marked for inclusion. This rate of exclusion may seem large but is similar to other systematic reviews of teacher preparation research. For example, Sleeter (2014) analysed the 196 articles published in 2012 in four leading teacher education journals internationally and found “only 6% to examine the impact of teacher education on teaching practice and/or student learning”.

**Step 3: Hand Search**

---

technology in the classroom, attitudes towards diversity, equity, and inclusion. Although research has shown that these domains are related to instructional quality, I chose to exclude these studies to ensure a manageable sample. I posit that we may be able to assume results from my sample of studies may generalize to studies focused on these other domains. I leave to future reviews to test whether this is empirically true.
Despite the wide online search parameters, I was concerned that key studies may have been excluded. As such, two research assistants undertook hand searches of the *Journal of Teacher Education*, *Teachers and Teaching*, *Teaching and Teacher Education*, *Educational Researcher*, *American Educational Research Journal*, and *Educational Evaluation and Policy Analysis* to identify any studies that were missed. Any studies flagged for inclusion were discussed with me and a consensus decision made. An additional 3 studies were identified through this process.

**Characteristics of included studies**

A total of 166 studies were included in this review. A reference list is presented in Online Appendix A, and a summary of study characteristics is presented in Table 1. Briefly, most studies evaluated a pedagogy or assessment within a course (54.22%; n=90) or a particular course or set of courses (29.52% n=49). The average number of study participants was 56.5, with 65.4% of studies having 50 or fewer participants, and 85.19% of studies having 100 or fewer participants. The modal study was of pre-service teachers at the undergraduate level (65.05%; n=108), attending traditional preparation programs (57.83%; n=96), and seeking certification at the elementary level (66.27%; n=110). The most common form of data collected was surveys (65.66%; n=109), followed by teacher educators’ observations or reflections of pre-service teachers’ participation in the teacher preparation practice (41.57%; n=69), pre-service teachers’ written reflections or journals (34.94%; n=58), and interviews (34.94%; n=58). Finally, 39.76% (n=66) of studies used statistical analyses on at least one outcome measure.
<table>
<thead>
<tr>
<th>Code</th>
<th>% (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type of teacher preparation practice evaluated</strong></td>
<td></td>
</tr>
<tr>
<td>● A course or set of courses</td>
<td>29.52% (49)</td>
</tr>
<tr>
<td>● A pedagogy or assessment within a course</td>
<td>54.22% (90)</td>
</tr>
<tr>
<td>● A structuring of a program component</td>
<td>9.64% (16)</td>
</tr>
<tr>
<td>● A short program, workshop, or learning experience</td>
<td>6.63% (11)</td>
</tr>
<tr>
<td><strong>Study sample</strong></td>
<td></td>
</tr>
<tr>
<td>● Number of participants</td>
<td>Mean = 56.5, Median = 32,</td>
</tr>
<tr>
<td></td>
<td>Min = 3, Max = 542</td>
</tr>
<tr>
<td>● Studies that did not report number of participants</td>
<td>2.41% (4)</td>
</tr>
<tr>
<td><strong>Level of teacher preparation program attended by participants</strong></td>
<td></td>
</tr>
<tr>
<td>● Undergraduate</td>
<td>65.06% (108)</td>
</tr>
<tr>
<td>● Postgraduate</td>
<td>27.71% (46)</td>
</tr>
<tr>
<td>● Not reported</td>
<td>19.88% (33)</td>
</tr>
<tr>
<td><strong>Type of teacher preparation program attended by participants</strong></td>
<td></td>
</tr>
<tr>
<td>● Traditional</td>
<td>57.83% (96)</td>
</tr>
<tr>
<td>● Alternative</td>
<td>6.02% (10)</td>
</tr>
<tr>
<td>● Not reported</td>
<td>39.76% (66)</td>
</tr>
<tr>
<td><strong>Certification level of participants</strong></td>
<td></td>
</tr>
<tr>
<td>● Elementary</td>
<td>66.27% (110)</td>
</tr>
<tr>
<td>● Middle/high school</td>
<td>36.14% (60)</td>
</tr>
<tr>
<td>● Not reported</td>
<td>9.04% (15)</td>
</tr>
<tr>
<td><strong>Types of data collected</strong></td>
<td></td>
</tr>
<tr>
<td>● Survey</td>
<td>65.66% (109)</td>
</tr>
<tr>
<td>● Teacher educator’s observations or reflections</td>
<td>41.57% (69)</td>
</tr>
<tr>
<td>● Written reflections or journals</td>
<td>34.94% (58)</td>
</tr>
<tr>
<td>● Interviews</td>
<td>34.94% (58)</td>
</tr>
<tr>
<td>● Course assessment (e.g., test; assignment)</td>
<td>27.71% (46)</td>
</tr>
<tr>
<td>● Observations of the pre-service teacher’s instruction (e.g., in</td>
<td>15.06% (25)</td>
</tr>
<tr>
<td>practicum settings and simulated environments)</td>
<td></td>
</tr>
<tr>
<td>● External task (e.g., EdTPA)</td>
<td>3.01% (5)</td>
</tr>
<tr>
<td>● Other</td>
<td>6.63% (11)</td>
</tr>
<tr>
<td><strong>Quantitative analysis</strong></td>
<td></td>
</tr>
<tr>
<td>● Uses statistical analysis</td>
<td>39.76% (66)</td>
</tr>
</tbody>
</table>
Step 4: Coding

Coding Scheme

I developed my coding scheme in partnership with another researcher with experience conducting systematic literature reviews of impact evaluations of teacher professional development. As no prior review had already identified a set of issues with research design and measurement that could be used as a coding scheme, we developed codes by first establishing a shared understanding of issues raised by prior reviews of the field (as discussed above). We then used our shared understanding to curate and simplify the taxonomy of issues related to internal validity, measurement, and external validity described in Campbell & Stanley (1963) and elaborated by Shadish, Cook, & Campbell (2002). We then added to these codes based on our broad reading of research in program evaluation, causal inference, and research design (e.g. King, Keohane, & Verba, 1994; Murnane & Willett, 2010; Institute of Education Sciences, 2020) as well as our understanding of the contexts of teacher education as researchers and practitioners. We then iteratively refined and clarified this coding scheme using a random sample of included studies.

It is important to note that these codes were not developed to reify a single research design, such as a randomized controlled trial (RCT). I do not subscribe to the view that RCTs are the only way to generate evidence of causation nor that a particular research design is “rigorous” and others are not. This is why I began this review by discussing issues with impact evaluations raised by prior reviews rather than discussing the prevalence of any one particular design. I wanted to ensure that I approached my review from the problems we seek to address (i.e., the issues of internal validity, measurement, and external validity that teacher education researchers...
need to overcome), rather than from some preconceived belief that any one particular research design or any particular measurement approach -- qualitative or quantitative -- is the best.

The full coding scheme is presented in Online Appendix B, with key codes relevant to the present study described in the following sections and summarized in Table 2.

Internal Validity. I used three codes to assess whether studies addressed issues of internal validity raised by prior reviews: (a) whether the study used a comparison groups design to account for natural learning over time or ‘business as usual’ (maturation effects)\(^8\); (b) whether participants were able to choose to be part of the treatment group (or not) (selection effects); and (c) whether the only difference between comparison groups was that one group received the teacher preparation practice (history effects).

Measurement. I used three sets of codes to assess whether studies addressed issues of measurement. The first set of codes related to whether the study used replicable measures. There were two codes: (1a) whether participant outcomes were measured using a clearly defined and consistent rubric or rating scheme (replicable measures); and (1b) whether measures had previously been developed and used by other researchers to enable comparison of results with other studies (established measures). The second set of codes related to whether the study measured teacher practice and/or student outcomes. There were two codes: (2a) whether the study collects outcome measures of pre-service teachers’ practice and/or student learning (i.e., not just pre-service teachers’ perceptions or participation records) (practice measures); and (2b) whether the study collects multiple outcome measures over time to assess the persistence of

\(^8\) Comparison groups designs are the most prevalent but not the only approach to addressing maturation effects. Other approaches include single-case designs (Kratochwill et al., 2010) and -- as discussed in the results section -- using unrelated dependent variables (e.g., Morris & Hiebert, 2017). For a comprehensive discussion of alternative designs, see Shadish, Cook, & Campbell (2002). I chose to focus on comparison groups designs as they are the most simple and common way to account for maturation effects in education research.
effects (*longitudinal measures*). The third set of codes related to whether the study addressed issues of participant and researcher bias. There were two codes: (3a) whether the study did not use outcome measures that had stakes attached for participants (*low stakes*); and (3b) whether study authors blinded participants to their treatment condition and/or discuss the effects of participants changing their behavior based on their expectations (*mitigated reactivity bias*).

**External Validity.** I used two sets of codes to assess whether studies addressed issues of external validity. The first set of codes related to whether the study discussed the representativeness of the study sample. There were two codes: (1a) whether the demographics of study participants were compared to either the demographics of the teacher preparation program they are sampled from and/or the demographics of pre-service teachers in the US (*participant generalizability*); and (1b) whether study authors named the study site(s) (i.e., the teacher preparation program in which the study took place), and/or described the location, size, program type, and certification level of study site(s) (*site generalizability*)\(^9\). The second set of codes related to whether the study was designed for scalability. There were two codes: (2a) whether multiple instructors were trained to deliver the teacher preparation practice and/or study authors discussed potential issues of having instructors highly enthusiastic about, skilled in, or suited to the teacher preparation practice (*instructor effects*); and (2b) whether the study was undertaken in one of the study authors’ courses (*researcher bias*).

**Coding Process**

All included studies were independently coded by myself and at least one other trained research assistant. Any discrepant codes were discussed and consensus reached. Following all

---

\(^9\) Another factor “*selectivity*” was considered as part of this code, however, it was not included as very few studies reported on it and there is no standard way for reporting across undergraduate and graduate teacher preparation programs (e.g., acceptance rate, average achievement on standardized tests like the SAT/ACT/GRE, undergraduate GPA).
coding, I calculated summary statistics in order to describe the study characteristics, research designs, and measurement approaches of included studies. I ran correlational analyses and trend analyses to determine any relationships between codes, and whether any types of studies or methods had become more or less prevalent over time. I found nothing meaningful and so do not present these results below, however, they are available upon request. I then went back to the individual codes to identify research designs and measurement approaches that addressed particular issues in innovative ways and could be used as guidance for future researchers. Finally, I synthesised the coding framework, the summary statistics, and the identified noteworthy studies to develop a common checklist of considerations for designing and reporting on impact evaluations of teacher preparation practices.

Table 2. Percent of Impact Evaluations Addressing Issues of Internal Validity, External Validity, and Measurement

<table>
<thead>
<tr>
<th>Code</th>
<th>% (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Internal validity</strong></td>
<td></td>
</tr>
<tr>
<td>Study authors used a research design that systematically analyses distinct alternatives</td>
<td></td>
</tr>
<tr>
<td>• A comparison groups design was used to account for natural learning over time or ‘business as usual’ (Maturation effects)</td>
<td>25.9% (43)</td>
</tr>
<tr>
<td>• Participants are not able to choose to be part of the treatment group (or choose not to be a part of it). (Selection effects)</td>
<td>Of the 43 studies that used comparison groups, 65.12% (28)</td>
</tr>
<tr>
<td>• The only difference between comparison groups was that one group received the teacher preparation practice (History effects)</td>
<td>Of the 43 studies that use comparison groups, 55.81% (24)</td>
</tr>
<tr>
<td><strong>Measurement</strong></td>
<td></td>
</tr>
<tr>
<td>Study authors used replicable measures</td>
<td></td>
</tr>
<tr>
<td>• Participant outcomes were measured using a clearly defined and consistent rubric or rating scheme (Replicable measures)</td>
<td>45.18% (75)</td>
</tr>
<tr>
<td>• Study authors used measures developed by other researchers to enable comparison of results with other studies (Established measures)</td>
<td>18.67% (31)</td>
</tr>
<tr>
<td><strong>Study authors measured teacher practice and/or student outcomes</strong></td>
<td></td>
</tr>
<tr>
<td>• Study authors collected outcome measures of pre-service teachers’ practice and/or student learning (Practice measures)</td>
<td>25.3% (42)</td>
</tr>
<tr>
<td>• Study authors collected multiple outcome measures over time to assess the persistence of effects (Longitudinal measures)</td>
<td>6.02% (10)</td>
</tr>
</tbody>
</table>
Study authors mitigated participant and researcher bias

- Study authors do not use outcome measures that have stakes attached for participants (e.g., course grades, licensure tests) *(Low stakes)* 64.46% (107)
- Study authors blinded participants to their treatment condition and/or discussed potential biases from participants changing their behavior based on their expectations *(Mitigated reactivity bias)* 4.22% (7)

External validity

Study authors discussed the representativeness of the study sample

- The demographics of study participants were compared to *either* the demographics of the teacher preparation program they are sampled from and/or the demographics of pre-service teachers in the US. *(Participant generalizability)* 13.25% (22)
- The study site(s) were named and/or their location, size, program type, and certification level were described. *(Site generalizability)* 21.69% (36)

Study authors designed the study for scalability

- Multiple instructors were trained to deliver the teacher preparation practice and/or study authors discussed potential issues of having instructors highly enthusiastic about, skilled in, or suited to it. *(Instructor effects)* Of the 158 studies that evaluated a practice delivered by an instructor, 10.13% (16)
- The study was not undertaken in one of the study authors’ courses. *(Researcher bias)* Of the 92 studies undertaken in courses and that reported course instructors, 7.61% (7)

Results

In this section, I present my findings on the extent to which the impact evaluations reviewed addressed issues of internal validity, measurement, and external validity. My general finding is that all issues raised by prior reviews remain prevalent in the field, but that there are bright spots in the literature. I highlight these studies as guidance for future researchers, and then present a checklist of considerations for those seeking to undertake more rigorous impact evaluations of teacher preparation practices.

Internal Validity

**Systematic Analyses of Distinct Alternatives**

Of the 166 studies reviewed, only 26.67% (n=43) addressed maturation effects by using a comparison groups design. Though not initially accounted for in my coding scheme, an additional 3 studies addressed maturation effects by using within-person comparisons of
intended vs unrelated outcomes (1.81%; n=3; design described below). Given only comparison group designs can account for selection or history effects, I restricted analysis of those issues to only the 43 studies that used a comparison group design. Most of the 43 studies addressed selection effects by not allowing participants to choose whether they received the teacher preparation practice, either through randomization (46.51%; n=20), or by comparing cohorts of pre-service teachers over multiple semesters or years (18.60%; n=8). The remaining studies either allowed pre-service teachers to select which group to be in (11.63%; n=5), or did not report how pre-service teachers were assigned to groups (23.26%; n=10). Finally, of the 43 studies that used comparison groups, only 55.81% (n=24) addressed history effects by ensuring that the only difference between comparison groups was that one group received the teacher preparation practice. A summary of research designs used by studies is presented in Table 3. These results empirically affirm concerns raised by prior reviews that very few studies are designed to rigorously evaluate the causal effects of teacher preparation practices.

### Table 3. Types of Research Designs Used

<table>
<thead>
<tr>
<th>Code</th>
<th>% (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posttest-only single-case</td>
<td>28.31% (47)</td>
</tr>
<tr>
<td>Pretest-posttest single-case</td>
<td>43.98% (73)</td>
</tr>
<tr>
<td>Posttest-only comparison group</td>
<td>10.24% (17)</td>
</tr>
<tr>
<td>Pretest-posttest comparison group</td>
<td>15.66% (23)</td>
</tr>
<tr>
<td>Within-person comparison (i.e., intended vs unrelated outcome)</td>
<td>1.81% (3)</td>
</tr>
</tbody>
</table>

### Method of assigning groups for studies using a comparison group design (n=43)

<table>
<thead>
<tr>
<th>Code</th>
<th>% (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random assignment</td>
<td>46.51% (20)</td>
</tr>
<tr>
<td>Cohort-/time-based</td>
<td>18.60% (8)</td>
</tr>
<tr>
<td>Participants chose group</td>
<td>11.63% (5)</td>
</tr>
<tr>
<td>Did not report</td>
<td>23.26% (10)</td>
</tr>
</tbody>
</table>

Many teacher education researchers have acknowledged the practical challenges of systematically analysing distinct alternatives given the context of teacher education: i.e., teacher
preparation programs are and operate within highly institutionalized organizations, and so researchers often have little control over what, when and how pre-service teachers learn (Boyd et al., 2008; Labaree, 2004). Despite this, some studies reviewed still managed to address issues of maturation effects, selection bias, and history effects by leveraging program structures. For example, Kopcha & Alger (2011) leveraged the fact that pre-service teachers in their program were “placed randomly into one of four cohorts at the beginning of the year” and so assigned treatment at the cohort level. Similarly, Mahalingappa, Hughes, & Polat (2018) randomly assigned the teacher preparation practice being evaluated to one of two sections of a course. The authors reported a minimal likely impact of selection bias given: (a) students had no foreknowledge of which section would be assigned the teacher preparation practice; (b) students enroll in sections primarily based on their schedule; and (c) researchers picked the section to be treated without knowledge of who was enrolled (see also Hanuscin & Zangori, 2016 for a similar design).

Some studies creatively analysed distinct alternatives by comparing groups of pre-service teachers across years or semesters, leveraging changes outside the control of study participants. For example, Matthews and Seaman (2007) evaluated the effects of a required specialised math content course by comparing cohorts the year before and after the course was introduced (see also Mizell & Cates, 2004; Smith et al., 2012). Similarly, Yadav et al. (2014) evaluated the effects of a one-week computational thinking module implemented in a required educational psychology course by comparing outcomes with students who took the same course (sans module) in the previous semester.

Some researchers argue that given the high-stakes nature of teacher preparation, it may be unethical to use comparison group designs if some pre-service teachers are not receiving a
teacher preparation practice that may be beneficial (Sikes, 2006). One way some studies dealt with this issue was to use a counterbalanced design, where one group receives one teacher preparation practice while another group receives a different one; then after a period of time, they switch. For example, Bulunuz & Jarrett (2009) randomly assigned one group of students to one teacher preparation practice (learning stations) for three topics (A, B, C) and a different practice (scaffolded reading) for three different topics (D, E, F); the other group of students was assigned the opposite (i.e., learning stations for topics D, E, F and scaffolded reading for topics A, B, C). Participant outcomes were measured after each set of topics.

Another way studies dealt with ethical concerns while still addressing issues of internal validity was by using within-person comparisons of intended vs unrelated outcomes. Pioneered by Morris & Hiebert (2017) and then replicated by Suppa, DiNapoli, & Mixell (2018) and Hiebert et al. (2019), these studies measure the effects of teacher preparation mathematics courses years after graduation. The studies do this by comparing graduate teachers’ skills and knowledge across multiple mathematical content areas, some of which were explicitly taught during teacher preparation courses and some which were not. For example, Hiebert et al. (2019) test graduates on their conceptual understanding and ability to assess students’ work in the topics of multiplying whole numbers, subtracting fractions, and dividing fractions (topics taught during their first-year mathematics courses) as well as finding the mean (a topic not taught throughout the teacher preparation program). To mitigate history effects (i.e., the effects of any other teacher preparation practices or other experiences that could lead to differences in knowledge and skills across different mathematics topics), Hiebert et al. (2019) collect data from graduates about other educational experiences, and then systematically test whether those experiences are driving
effects (e.g., other experiences during the preparation program; in-school professional
development; the foci of school curricula).

**Measurement**

**Reproducible Measures**

Of the 166 studies reviewed, only 45.18% (n=75) measured participant outcomes --
whether qualitatively or quantitatively -- using a clearly defined and consistent rubric or rating
scheme. For example, Isabelle & de Groot (2008) established a three-level rubric to analyse the
depth of students’ written open-ended responses to questions requiring scientific explanations.
Bartell et al. (2013) developed a rubric for measuring pre-service teachers’ conceptual
understanding of mathematical content and their evaluations of children’s mathematical
understanding. Foley et al. (2017) and Soh, Fowler, & Zygielbaum (2007) coded the complexity
of pre-service teachers’ concept maps of their disciplinary content knowledge. The remaining
studies reviewed (54.82%; n=91) used idiosyncratic measures developed through subjective
inductive analysis of collected data.

Of studies reviewed, only 18.67% (n=31) used measures developed by other researchers
to enable comparison of results across studies. Some study authors used measures wholesale
(e.g., Mathematics Teaching Efficacy Beliefs Instrument (MTEBI); Science Teaching Efficacy
Beliefs Instrument (STEBI)); while others adapted or augmented existing measures to
accommodate additional outcomes. Using previously established measures allowed some
researchers to demonstrate how their study was building on previous findings and developing a
shared evidence base. For example, Wilkins & Brand (2004) used the Mathematics Belief
Instrument (MBI) developed by Hart (2002). The authors noted how their study findings
“provide additional support for the reliability of the initial quantitative findings related to the
MBI presented by Hart (2002)”, and that this replication was important given their study “was conducted with a larger sample of preservice teachers”. Similarly, Lambert & Bleicher (2013) used an established measure of people’s perspectives on climate change, and then compared preservice teachers’ knowledge and beliefs about climate change with the broader US adult population. This comparison allowed them to discuss the magnitude of their study findings in relation to the broader US population.

In most cases, however, study authors did not draw connections between studies despite using measures developed by other researchers. Sometimes this was because no other studies had used the same measure in the context of teacher preparation, as noted by Kopcha & Alger (2011) and McGee & Colby (2014). However, in most cases study authors used established measures such as MTEBI or STEBI but overlooked the opportunity to compare the magnitude of impacts and/or to shed light on similarities across study populations.

**Teacher Practice and/or Student Learning**

Of the 166 studies reviewed, only 25.3% (n=42) evaluated the effect of a teacher preparation practice on pre-service teachers’ practice and/or their students’ outcomes. The remaining studies (74.7%; n=124) only collected and analysed data on participants’ perceptions of the teacher preparation practice and/or on tests and surveys of their skills, knowledge, or beliefs.

Forty studies collected and analysed data on pre-service teachers’ practice. Of these, 37.5% (n=15) used pre-service teachers’ self-reports, 42.5% (n=17) used direct observations of participants’ instruction, and 20% (n=8) used both. The primary way studies collected data on teacher practice was through pre-service teachers’ school placements, whether concurrent to or soon after the teacher preparation practice. For example, Girod & Girod (2006) timed their Web-
based simulation experience in between already-scheduled mentor lesson evaluations of pre-service teachers. This allowed them to evaluate the effects of the simulation using data on pre-service teachers’ practice. Some study authors triangulated practice data with other artifacts, such as lesson plans and instructional materials. These artifacts allowed researchers to track impact from teacher preparation practice, to pre-service teacher learning, to pre-service teacher enactment. For example, Bangel et al. (2010) analysed both lesson plans and lesson observations to observe whether what was taught ended up implemented in both instructional planning and instructional practice (see also Welsh & Schaffer, 2017).

One challenge with collecting teacher practice data is that it is resource intensive; teacher education researchers often do not have the research funding to hire raters to conduct classroom observations, nor the time to do it themselves. Some studies overcame this challenge by drawing on data already collected through state licensure requirement such as EdTPA (e.g., Santagata & Yeh, 2014). Other studies tasked pre-service teachers to collect data themselves, usually through course structures like assignments or online discussions. For example, Welsh & Schaffer (2017) used data from four course assignments spread across a semester; each assignment required students to provide a written lesson plan, a 10–15 minute video segment of their teaching the lesson, and a two- or three-page written reflection. Similarly Caughlan et al. (2013) used data from a course discussion board where pre-service teachers were required to post and reflect on multiple 5-minute videos of them teaching. However, Caughlan et al. (2013) admitted that because videos were chosen by pre-service teachers, “any measured change over time is partly an artifact of why each candidate chose each video”.

Another challenge with collecting teacher practice data from practicum is that the quality of mentor teachers and placement school may significantly influence pre-service teachers’
practice. This means that any findings could actually reflect mentor teacher or placement school quality rather than the effects of the teacher preparation practice. One study, Kopcha & Alger (2011), addressed this issue by collecting two survey measures of practicum support (Learning to Teach Scale; Learning Climate Questionnaire), and then testing for any relationship between these variables and the outcome.

Only five studies reviewed (3%) collected data on student outcomes. A summary of these studies is presented in Table 4; they all leveraged distinct course structures that allowed for collection and analysis of student outcomes during practicum placements. Three studies collected perception data (i.e., pre-service teachers’ observations, or students’ self-reports); two studies collected student learning or behavioral data. For example, Stover, Yearta, & Sease (2014) collected and analysed blog posts that students wrote as part of an electronic pen pal arrangement with pre-service teachers (which was the teacher preparation practice being evaluated). Allen & Blackston (2003) collected multiple direct observations of students’ target behaviors. Although pre-service teachers collected and quantitatively coded this observational data, the study authors sent independent observers to each student on three occasions to test for rater reliability.

<table>
<thead>
<tr>
<th>Study</th>
<th>Teacher preparation practice evaluated</th>
<th>Student outcome measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allen &amp; Blackston (2003)</td>
<td>Training pre-service teachers in “the use of collaboratively developed intervention scripts… to address academic or behavioral concerns about a target student”</td>
<td>Graphical analysis of trends in students’ target behaviours. Student target behaviours were observed and quantitatively coded by pre-service teachers. Independent observers rated a sample of students’ target behaviours to assess pre-service teachers’ rater reliability.</td>
</tr>
<tr>
<td>Bullough et al. (2003)</td>
<td>A peer teaching model, where two student teachers work with one mentor during a student teaching placement</td>
<td>Thematic analysis of data from focus groups of students from participants’ classrooms. Students were “asked questions about the advantages and disadvantages of having multiple student teachers”.</td>
</tr>
<tr>
<td>Stover et al. (2014)</td>
<td>Pre-service teachers blogging with fifth graders (“electronic pen pals”) about commonly read texts</td>
<td>Thematic analysis of student blog posts.</td>
</tr>
</tbody>
</table>
Finally, of the studies reviewed only 6.02% (n=10) collected outcome measures over multiple time points to assess the persistence of effects (*longitudinal measures*). Three studies of these ten studies followed pre-service teachers across multiple semesters to assess the impact of content or methods courses on pre-service teaching practice during their practicum. For example, in addition to the data they collected during and directly after the science methods course being evaluated, Windschitl, Thompson, Braaten (2008) also conducted multiple lesson observations and debriefs with study participants in their practicum placements a year later (see also Cartwright, Smith, & Hallar, 2014; Ragland, 2016). The remaining seven studies ran the same posttest outcome measure (or a parallel form) multiple times (Hiebert et al., 2019; Isabelle & de Groot, 2008; Morris & Hiebert, 2017; Rodriguez-Valls & Ponce, 2013; Sayeski et al., 2015; Sayeski et al., 2017; Suppa, DiNapoli, & Mixell, 2018). This allowed study authors to assess whether pre-service teachers retained the knowledge and skills that they learned from the teacher preparation practice over time. In four studies, the timespan was relatively short (2-4 weeks) and only occurred once (to guard against participants simply remembering the answers, Sayeski et al. (2015) mixed up the order of test items). However, three studies collected data over multiple years, testing teachers on their pedagogical content knowledge yearly for 2-4 years following graduation (Hiebert et al., 2019; Morris & Hiebert, 2017; Suppa, DiNapoli, & Mixell, 2018).
**Participant and Researcher Bias**

Of studies reviewed, 35.54% (n=59) used outcome measures that had stakes attached for participants, such as course assessments, course evaluations, participation grades, or high-stakes credential tests. As noted above, these measures are prone to bias as participants may have incentives to inflate their scores, or researchers may unknowingly bias grades in favor of finding effects. That said, using these measures is sometimes necessary given that pre-service teachers have limited capacity to undertake extra work outside class, and collecting additional data is resource intensive. Some researchers mitigated bias when using outcome measures with stakes by simply re-analysing the raw data using a different observation rubric and/or with a different focus. For example, Santagata & Yeh (2014) re-analyse videos of participants teaching that were initially collected and submitted for the Performance Assessment for California Teachers Teaching Event (PACT), a high-stakes performance assessment tied to licensure requirements in California. Regardless of outcome measure, many study authors took extra measures to minimize the issue of stakes. For example, some researchers ensured that those rating and analysing the participant data were blind to treatment status (e.g., James & Scharmann, 2007; Schussler et al., 2017; Sayeski et al., 2017); and other researchers who doubled as course instructors explicitly informed participants that any responses to surveys or interviews would have no influence on grades (e.g., Morrison and McDuffie, 2009).

Of the 166 studies reviewed, only 4.22% (n=7) mitigated reactivity bias by blinding participants to their treatment condition and/or discussing potential biases from participants changing their behavior based on their or others’ expectations. Studies did this differently depending on the practice being evaluated. Fives & Barnes (2017) evaluated the impact of providing pre-service teachers with additional guidance when developing assessments. As
participants entered the room where the study was being conducted, they randomly received a package of papers: some included the additional guidance, some did not. As participants completed the task individually and were not told the purpose of the study, they were blind to the fact that some participants were receiving additional guidance. Giebelhaus & Bowman (2002) randomly assigned the practicum mentors of one group of pre-service teachers to additional training. Pre-service teachers were not advised about whether their practicum mentor was given the additional training. Crespo & Sinclair (2008) and Olson et al. (2016) evaluated the impact of various within-course activities on pre-service teachers’ knowledge and skills. To address issues of reactivity, participants in both studies were only advised after the course concluded that they were part of a study and asked for consent. Finally, the remaining three studies used the within-person comparison design described above, where researchers purposefully did not tell participants about the research design (i.e., to ensure that they did not respond differently based on the knowledge that they had only been taught some of the content being tested).

**External Validity**

**Representativeness**

Although nearly all studies reviewed provided some details about participant demographics and study site contextual factors, few discussed the representativeness of their study participants or sites so as to enable others to determine for whom and in what contexts findings may (or may not) generalize. Of the 166 studies reviewed, only 13.25% (n=22) compared study participant demographics to *either* the demographics of the teacher preparation program they were sampled from and/or the demographics of pre-service teachers in the US. Most discussions of participant representativeness were fairly straightforward. For example, Foley et al. (2017) evaluated a science methods course by randomly selecting 234 of the total
687 pre-service teachers who took the required course sometime between 2012-14. They then compared the sample with the broader population in terms of race and gender. Some studies, however, addressed the issue of representativeness through purposive sampling. For example, to ensure that their evaluation investigated effects across various levels of knowledge and abilities, Santagata & Yeh (2014) randomly selected four participants who scored near the average on a standardized teacher performance assessment (PACT), four who scored 1 SD above the mean, and four who scored 1 SD below (see also Matkins & Bell, 2007).

21.69% (n=36) of studies reviewed either named the study site(s) and/or described their location, size, type, and certification level to enable others to determine the relevance of study findings to other teacher preparation contexts. Addressing this issue is challenging given ethical concerns and institutional policies can limit disclosure of contextual information lest participants become identifiable (Sikes, 2006). This is perhaps why studies with larger samples and/or conducted across multiple different institutions were more likely to report teacher preparation program characteristics or to identify the programs in which the study was conducted.

**Scalability**

158 studies (95.18%) evaluated teacher preparation practices that were administered by instructors (e.g., courses, pedagogies, or experiences). As noted above, this raises the question of scalability: unless studies are designed to address issues of external validity like instructor effects and researcher bias, then findings may not generalize. Of the 158 studies, only 10.13% (n=16) either trained multiple instructors to deliver the teacher preparation practice and/or discussed issues of using instructors that are highly enthusiastic about, skilled in, or suited to it. In most cases, these studies were multi-site evaluations where multiple instructors implemented the same practice across different course sections and/or teacher preparation programs. For example,
Olson et al. (2016) evaluated how three instructors used various video cases across nine course sections of elementary science methods courses over the span of four semesters. To reduce instructor effects, study authors ensured all instructors taught at least one section across all study conditions, and that sections “used the same course syllabi, objectives, goals, and reading materials to ensure continuity in course content and sequence”. Some studies with multiple instructors collected additional implementation data to ensure fidelity (e.g., Bell, Matkins, & Gansneder, 2011). Further, some studies ensured at least one study author did not have any interactions with participants to ensure an “outsider” perspective for data collection and analysis (e.g., Bennet & Hart, 2014; Hart & Bennett, 2013; Hoppey & Mickelson, 2017).

Of the 139 studies that were undertaken within courses, 61.15% (n=85) reported that at least one study author was also a course instructor. As noted above, evaluating one’s own practices is often fraught as study authors may unknowingly bias data collection and analysis towards identifying positive findings. That said, evaluating one’s own practices is often necessary given the funding, release time, and resources available to teacher education researchers. In these cases, some researchers guarded against issues of researcher bias by ensuring that data collection and analysis was not conducted by course instructors. For example, Hanuscin & Zangori (2016) note that “the consent process was conducted by another individual and the instructor did not know whether or not students consented until the conclusion of the semester”. Similarly, Laframboise & Shea (2009) and Duncan, Pilitsis, & Piegaroal. (2010) collaborated with graduate students who conducted interviews with participants and did not share data or preliminary findings with the first author/course instructor until after the course concluded.

Checklist of Considerations
To aid future researchers in developing and reporting on impact evaluations of teacher preparation practices, I present a checklist of considerations in Appendix A. This checklist largely reflects the issues with research design and measurement described above\textsuperscript{10}. For each consideration on the checklist, researchers are provided with a simple yes/no question to assess whether they are addressing the issue in their impact evaluation. If the answer is no, then researchers are presented with a follow-up open-ended question to assist them in mitigating the underlying problem. Teacher education researchers can use this checklist at any point during the development, implementation, and write-up of their impact evaluations. Given the complexity of impact evaluations, the aim is to support researchers by presenting the wide range of considerations related to internal validity, measurement, and external validity in a concise and consolidated way (see also Hill, Mancenido, & Loeb, 2021). Peer reviewers, research funders, and policymakers can also use this checklist to demand greater transparency and accountability for more rigorous causal research methods in the field (Zeichner, 2005; Zientek et al., 2008).

**Discussion and Conclusion**

If we want high quality instruction for all students, we need well prepared teachers. To have well prepared teachers, we need to identify the most effective teacher preparation practices and get policymakers and teacher educators to implement them at scale. To identify the most effective teacher preparation practices and provide clear guidance to policymakers and teacher educators about what works, we need to increase the quantity and rigor of our impact evaluations. To increase the quantity and rigor of our impact evaluations, we need to make tractable and identify ways of addressing issues of research design and measurement that have

\textsuperscript{10} Some considerations listed have not been discussed in this review; this is because they have not been raised by the field as a general issue, however are still important considerations about research design and measurement.
been raised by teacher education researchers over the past two decades. This has been the aim of this review.

Like prior reviews, I find that we still have a lot of work to do as a field. Of the 166 studies reviewed, few used research designs that addressed issues of internal validity like maturation effects (27.71%; n=46), selection effects (12.04%; n=20), and history effects (14.46%; n=24). Further, few studies measured the impact of teacher preparation practices on pre-service teachers’ instruction, whether observed or self-reported (24.01%; n=40), and even fewer measured the impact on student outcomes (3.01%; n=5). Less than half of the studies (45.18%; n=75) measured outcomes using reproducible measures, and only 18.67% (n=31) used established measures allowing for comparison of results across the field. And finally, few studies discussed the representativeness of their study participants (13.25%; n=25) or study site(s) (21.69%; n=36) to support others in identifying for whom and in what contexts study findings may generalize.

These findings may be skewed by my narrow inclusion criteria (i.e., impact evaluations of teacher preparation practices focused on improving instructional quality) or search procedure (e.g., online search only through ERIC; hand search of only four top-rated journals). For example, I excluded studies that made causal claims in their discussion or conclusion sections (e.g., “these findings show that this practice improves pre-service teachers’ teaching skills”), but did not explicitly use causal language in their framing (e.g., “the aim of this study is to understand how pre-service teachers experience this practice”). Although I did this because I did not want to mischaracterize studies, it means that the number of studies reviewed underrepresents how many impact evaluations have been undertaken in practice. It also means that my findings may be inflated as studies that do not characterise themselves as impact
evaluations but then make causal claims may be more likely to exhibit issues of internal validity, measurement, and external validity.

Improving the rigor of impact evaluations is challenging but not impossible. Above, I have highlighted a number of studies that have demonstrated innovative and promising approaches for addressing various issues of research design and measurement. I have also presented a checklist of considerations in Appendix A to provide teacher education researchers with more specific guidance on conducting impact evaluations of teacher education. In the sections below, I make more general recommendations about how we can improve as a field.

**Focus on Causal Research**

Despite being warned by prior reviews about the limited number of impact evaluations, and despite the wide-ranging search terms and thousands of studies screened, I remain struck that only 166 studies were identified for inclusion in this review. As others have noted, this dearth of studies can be partly attributed to teacher education researchers’ lack of dedicated funding and time (Cochran-Smith, 2004; Zeichner, 2005; Sleeter, 2012). However, calls for more impact evaluations of teacher preparation practices have been ongoing since 2002, and since then there has been a proliferation of causal research across education research broadly and cognate subfields (e.g., teacher professional development) as well as a significant increase in professional support to undertake this work (e.g., funding through the IES and NSF; establishment of societies and organisations like the Society for Research on Educational Effectiveness). Given these advancements elsewhere yet limited development within teacher education, we must own up to our deprivileging of causal work. We must acknowledge that over and above the many challenges of doing this work, many teacher education researchers have chosen not to undertake impact evaluations. Again, this is not to say that the dominant research traditions of the field over
the past two decades have not provided useful insights (Borko, Liston, & Whitcomb, 2007; Cochran-Smith et al., 2016). Rather, it is simply to acknowledge that there continue to remain a number of answerable yet unanswered questions regarding the most effective teacher preparation practices, and that policymakers, teacher educators, and researchers will benefit if we shift our collective focus towards them.

Addressing this at a field-level requires clarifying our theories of action about how various types of research improve teacher preparation, and then re-aligning incentives so that teacher education researchers are more likely to choose to undertake this challenging yet important work. Teacher educators are interested in improving their practice. However, faced with the urgency and necessity of the day-to-day of teacher preparation, it is easier and more efficient for teacher education researchers to undertake localised descriptive investigations of one’s own practices, rather than more systematic and reproducible impact evaluations of distinct alternatives. But these localised descriptive investigations cannot be the basis for policymakers’ decision-making on system-wide policies because they do not give insights into what practices are effective for whom and in what contexts. Only impact evaluations can help policymakers decide whether mandating certain program structures through accreditation requirements, or investing in grant programs that incentivize teacher educators to implement certain pedagogies will improve pre-service teacher learning at scale. However, while policymakers are interested in generating more causal evidence to inform their decision-making, they cannot undertake impact evaluations themselves because they do not run teacher preparation programs and cannot control what teacher educators do in their classrooms.

On a practical level, then, one way forward is to focus on ensuring that doctoral students and early career teacher education researchers have adequate training and support in not just
qualitative and quantitative research methods, but also in research design and measurement (Borko Liston, & Whitcomb, 2007; Grossman, 2008; Wilson, 2006). As others have noted: “That many teacher educators have specialized in research methods most attuned for interpretive and practitioner studies means that as a field, teacher education has less ability to design studies that speak to policymakers’ concerns and reflect teacher educators’ deep knowledge about learning to teach” (Borko, Liston, & Whitcomb, 2007: p.9). Addressing this gap in training involves going beyond the standard prescription that ‘research methods should be tailored to specific research questions’, and providing dedicated courses that help researchers-in-training to identify causal questions and design studies that effectively answer them.

**Measure Teacher Practice and Student Outcomes**

Another recommendation stemming from this review is the need to develop more measures of teaching practice and student outcomes validated for use in the context of teacher education. This includes developing measures that go beyond general assessments of instructional quality, and can detect improvements in the specific domains or parts of instruction targeted by teacher preparation practices. Many researchers are already working on this, including through developing teaching simulations that require observational measures of discrete elements of instruction (Cohen et al., 2020; Shaughnessy & Boerst, 2018); or developing rubrics and rating schemes for assessing teaching artifacts, such as science teaching portfolios (Kloser et al., 2017; Martínez et al., 2012). Importantly, many of these measures are also starting to be publicly shared through repositories like EdInstruments (http://edinstruments.com/) to make it easier for researchers to find and use. Despite these developments, more needs to be done. More measures need to be developed, particularly in non-STEM teaching areas; and teacher education researchers need more encouragement to adopt and use established measures.
That said, even if we had better measures, teacher education researchers must still overcome the practical challenge of actually collecting data on teacher practice and student outcomes. Researchers could provide teachers with recording equipment and task them to collect video of themselves teaching; or alternatively, when teachers are asked to provide samples of instructional materials, they could also provide copies of strong, average, and weak student responses collected through their practicum. If this is done across multiple time points, researchers could assess improvements in teachers’ practice and associated impact on student learning. Work like this has already gained some traction in the literature: Waggoner, et al. (2015) discuss how their program tasks all pre-service teachers to collect student-level pre- and post-test data for a unit they teach during practicum; and Brady, et al. (2016) describe how student data from practica can be used to develop “value-added” measures that generate evidence of program effectiveness.

Another possibility is developing standardized instruments and procedures that can be used to evaluate teacher preparation practices that are not discipline-specific. For example, to get around the challenge of study participants being prepared for different subject areas and grade levels, Metcalf & Cruikshank (1991) developed thirty 15-minute “Reflective Teaching” lesson plans which could be prepared for and implemented by participants and then scored by trained raters using a common rubric. Similarly, Jacoby-Senghor, Sinclair, & Shelton (2016) provided participants with materials on Byzantine history and gave them 20-minutes to prepare a seven-minute lesson. Participants taught their lesson to someone who then took a content test. This enabled the authors to measure both instructional quality and student learning. Studies like this offer the prospect of being able to evaluate teacher preparation practices across the whole causal
pathway from what teacher educators do, to what pre-service teachers’ learn, to how these teachers teach, to what their students learn.

**Clear Guidance for Reporting on Studies**

Like prior reviews (Cochran-Smith et al., 2012; Zientek et al., 2008; Zeichner, 2005), I find that studies generally underreport information about study participants, study site(s), and other contextual factors that influence how teacher preparation practices are implemented. This makes it difficult to determine to whom and in what contexts study findings generalize. I recommend, like others have before, that the field invest in developing shared vocabulary and norms for reporting (Borko, Liston & Whitcomb, 2007; Grossman & McDonald, 2008; Zeichner, 2005). This must go beyond the general prescriptions from the AERA Standards (2006; e.g., “The social, historical, or cultural context of the phenomena studied should also be described”), and provide clarity to future researchers about what exactly to report and how. This will be challenging given the diversity of teacher education contexts and the myriad influences that contribute to pre-service teacher development. That said, without clear guidelines for reporting, teacher education researchers will continue to provide either too little (or in some cases, too much) detail, making it difficult for policymakers, teacher educators, and other researchers to compare findings across studies, and determine the relevance of findings across contexts.

Developing shared vocabulary and norms is a significant task, but can be made more tractable if teacher education researchers begin to undertake more linked small-scale studies (Grossman, 2008). As Sleeter (2014) describes: “researchers in different geographic locations... with careful planning and coordinating, could carry out linked small-scale studies that ask the same questions and use the same methodology”. This sort of collaboration will require
developing a shared vocabulary and norms for describing the teacher preparation practice (so it can be implemented with fidelity) and reporting on site-specific contextual factors (so that researchers across institutions can identify and/or control for potential influences). From these efforts, other researchers could then conduct replication studies, adding more or less context depending on what they find is important for understanding the generalizability of findings across contexts. These sorts of “chains of inquiry around particular questions and consistently defined outcomes” (Zeichner, 2005: p.742) will enable teacher education researchers to achieve our collective goal of developing a shared evidence base.
Appendix A

Considerations for designing and reporting on impact evaluations of teacher preparation practices

It is challenging but necessary for teacher education researchers to evaluate the causal impacts of teacher preparation practices on pre-service teacher learning and/or student outcomes. The following list of considerations aims to support teacher education researchers in these efforts. Given the diverse and contingent contextual realities of teacher education programs, it is understandable that not all considerations may be able to be fully addressed by every study. As such, considerations have been listed in a loose hierarchy to help teacher education researchers prioritise their efforts.

<table>
<thead>
<tr>
<th>Consideration</th>
<th>(Y/N)</th>
<th>If N, then…</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Internal validity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. The research design systematically analyses distinct alternatives</td>
<td></td>
<td></td>
</tr>
<tr>
<td>● A comparison groups design is used to account for natural learning over time or ‘business as usual’</td>
<td>If N, how will you know what would have happened to participants had they not received the teacher preparation practice? For example, how will you know that improvements aren’t just due to natural learning over time?</td>
<td></td>
</tr>
<tr>
<td>● Participants are not able to choose to be part of the treatment group (or choose not to be a part of it).</td>
<td>If N, how will you know that the effects aren’t caused by participants choosing to receive the treatment (or not) because it is better for them?</td>
<td></td>
</tr>
<tr>
<td>● During the study, the only difference between the treatment group and the control group is that the former receive the teacher preparation practice being evaluated.</td>
<td>If N, how will you know that the effects are due to the treatment and no other teacher preparation practice?</td>
<td></td>
</tr>
<tr>
<td><strong>Measurement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Outcome measures are replicable</td>
<td></td>
<td></td>
</tr>
<tr>
<td>● Participant outcomes are measured using a clearly defined and consistent rubric or rating scheme</td>
<td>If N, how can you ensure that other researchers analysing the data would come to the same conclusions about participant outcomes?</td>
<td></td>
</tr>
</tbody>
</table>
- At least one measure used for this study has also been used in other studies
  If N, how will you compare your study findings with other researchers’? How will you know how big or small any detected effects are?

### 2. Outcome measures are fit-for-purpose

- Outcome measures accurately assess the study’s theoretically-defined constructs of interest.
  If N, how will you know that any detected effects reflect changes in the target skill, knowledge, or disposition (rather than changes in some other related but not desired construct)?

- Outcome measures can meaningfully differentiate between study participants’ performance.
  If N, how will you identify differences in outcomes between participants and ensure that any lack of study findings aren’t due to noise?

- Outcome measures are fine-grained enough to detect study participants’ growth (e.g., changes in the outcome due to the teacher preparation practice).
  If N, how will you know that your outcome measures are able to detect any hypothesised effects?

### 3. Effects on teacher practice and/or student learning are measured

- Outcome measures of pre-service teachers’ practice and/or student learning are collected
  If N, how will you know that the teacher preparation practice has effects on teacher practice and/or student learning?

- Outcome measures are collected over time
  If N, how will you know whether effects persist?

### 4. Participant and researcher bias is mitigated

- Outcome measures and how they are scored mitigates potential researcher or participant bias (e.g., multiple raters blind to treatment status are used)
  If N, how will you know that findings are not influenced by the context in which outcomes are collected or the biases held by participants or researchers? For example, how will you know that any self-report outcomes are not influenced by participants’ desirability or recall bias? Or that researchers are not scoring outcomes in a way that are biased towards finding an effect?

- Participants are blind to treatment status and/or not given undue expectations about
  If N, how will you know that any effects detected are not due to participants changing
the effects of the teacher preparation practice (e.g. they are not told to expect a particular outcome, or given cues to behave differently than they would ordinarily).

their behaviour as a result of being studied? For example, how will you know that any effects detected are not placebo effects?

---

**External validity**

1. *The representativeness of the study sample is described*

   - The demographics of study participants are compared to either the demographics of the teacher preparation program they are sampled from and/or the demographics of pre-service teachers in the US.

   If N, how will you identify the broader population that study findings may generalize to?

   - The study site(s) were named and/or their location, size, program type, and certification level were described.

   If N, how will you identify potential contextual factors that may be influencing your results so that you and others can determine whether your study findings are applicable to other contexts?

2. *The study is designed for scalability*

   - Multiple instructors are trained to deliver the teacher preparation practice.

   If N, how will you know that study findings can be replicated by other teacher educators in other contexts?

   - The teacher preparation practice being evaluated is not being delivered by one of the study authors in one of their courses.

   If N, how will you know that study findings are not due to the specific behaviours or context of the study authors? For example, how will you know that findings may not just be limited to someone highly knowledgeable, enthusiastic, and/or suited to the teacher preparation practice?
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Study characteristics

<table>
<thead>
<tr>
<th>Level 2 code</th>
<th>Level 1 code</th>
<th>Response options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study sample</td>
<td>Number of participants</td>
<td>Numerical</td>
</tr>
<tr>
<td></td>
<td>Did not report participants</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Number of comparison groups (I if single-case)</td>
<td>Numerical</td>
</tr>
<tr>
<td></td>
<td>Number of study sites (naturally occurring sites where the treatment is delivered, such as courses, TEPs and/or higher education institution (i.e. number of different places where treatment administration might be reasonably said to differ in some way because of context))</td>
<td>Numerical</td>
</tr>
<tr>
<td>Certification Level</td>
<td>Elementary</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Secondary (incl. middle years)</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Level not reported</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td>Program Type</td>
<td>Traditional (incl. MAT programs)</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Alternative (based in schools; whole program concurrently teacher of record and taking coursework)</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Type not reported</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td>Program Level</td>
<td>Undergraduate</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Postgraduate</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Level not reported</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td>Type of teacher preparation practice (select one)</td>
<td>A course or set of courses organized around a particular theme within a TEP</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>An activity, pedagogy, or process implemented within a course in a TEP (i.e. less than 100% of the course is being analysed)</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>An experience organized by teacher educators (outside a course) for PSTs for the purpose of development</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td><strong>A way of organizing a TEP component (e.g. assigning certain types of mentors or peers in practicum)</strong></td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td><strong>Outcome measure type</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All treatment/comparison groups received at least some training related to the primary outcome variable (treatment-dependent -- i.e., using a new curriculum or doing a very specific kind of instructional move that the comparison group did not learn/do)</td>
<td>1=Yes, 0=No, 98=Cannot be determined (because no reporting of what the comparison group did), 99=N/A (there is no comparison group)</td>
<td></td>
</tr>
<tr>
<td><strong>Primary outcome measures are something that the treated group were doing as part of the treatment (e.g., if the treatment is writing fieldnotes, and the outcome variable is fieldnotes)</strong></td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>Primary outcome measures are developed by researchers external to the project (i.e. uses a measure that has not been developed by the researchers for the purpose of the evaluation; references a different researcher who has developed the outcome measure.)</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td><strong>Type of data collected</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evidence of participation in the intervention (e.g. frequency of participation, the type of participation, implementation analysis)</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>PSTs perspectives of how good the intervention was/how much they think they learned from it</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>Observed PSTs skill/knowledge/belief learning from the treatment (e.g. survey of teacher beliefs, aptitude on assignments/tasks)</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>Self-reported PST instructional practice (e.g. actual frequency/likelihood of implementing a particular practice)</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>Classroom observations of PST instructional practice</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>Teachers’ self report of student learning AND/OR students' self-report of own learning</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>K-12 students’ perceptions of PSTs</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>Observed K-12 student learning (e.g. test scores or samples of work)</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td><strong>Types of outcome measures</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Survey of PSTs (Knowledge/Skills/Beliefs)</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>PSTs’ Ongoing Reflections/Journals (on their learning from the treatment)</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>PSTs’ course/classroom participation (e.g. audio/video recording of teacher education classroom, PSTs participation on online discussion forums, teacher educator notes on PSTs participation)</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td></td>
</tr>
<tr>
<td>Interviews with PSTs</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>Lesson Observation of PSTs teaching (whether in a simulated environment or a K-12 classroom)</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>PSTs’ Course Assessment/Test/Assignment</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>PSTs’ external performance task (e.g. edTPA for licensure)</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>Quantitative analysis</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>Uses statistical analyses</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
<tr>
<td>Presents power analysis</td>
<td>1=Yes, 0=No</td>
<td></td>
</tr>
</tbody>
</table>

**Research design**

<table>
<thead>
<tr>
<th>Level 2 code</th>
<th>Level 1 code</th>
<th>Response options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparison</td>
<td>Between groups (e.g. one group who gets and one who doesn't get the treatment)</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Within person (intended vs unrelated outcome)</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Within person (pretest vs posttest)</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Simulated/Estimated</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>No Comparison</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td>Assignment</td>
<td>Random</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Score-Based</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Time (cohort to cohort)</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Matching (on demographics/covariates using statistical methods)</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Non-random/Self-Selection/Convenience Sample</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td>Pretest</td>
<td>Administered multiple times (over a period of time)</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td>---------</td>
<td>--------------------------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td></td>
<td>Single administration</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td>Pretest type</td>
<td>One treatment group does not receive pretest</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>What participants are asked (to do) in pretest is different from posttest (i.e. more or different outcomes in the posttest)</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>What participants are asked (to do) in pretest is the same as in the posttest</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Retrospective pretest (e.g. &quot;what was your level before you took the test? what is your level now?&quot;)</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td>Posttest</td>
<td>Administered multiple times (over a period of time) to test retention</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Single</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>None</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td>Type of treatment</td>
<td>Switching/Reversed (counterbalanced design)</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Repeated/Removed (i.e. there is a period where the treatment is not administered and an outcome is measured (removed); subsequently, there is a period where the treatment is re-administered (repeated))</td>
<td>1=Yes, 0=No</td>
</tr>
<tr>
<td></td>
<td>Single (treatment happened once)</td>
<td>1=Yes, 0=No</td>
</tr>
</tbody>
</table>

**Issues (Threats to validity)**

<table>
<thead>
<tr>
<th>Level 2 code</th>
<th>Level 1 code</th>
<th>Response options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internal validity</td>
<td>During the study, the experiences of the treatment and comparison groups only differed in that the treatment group received the treatment. <em>(History effects)</em></td>
<td>1=Yes, 0=No, 99=N/A (no comparison group)</td>
</tr>
<tr>
<td></td>
<td>Whether treatment and comparison groups could interact and influence each others' behaviours during the intervention/before the posttest is discussed/reported.</td>
<td>1=Yes, 0=No, 99=N/A (No comparison group)</td>
</tr>
<tr>
<td><strong>Measurement</strong></td>
<td><strong>External validity</strong></td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>----------------------</td>
<td></td>
</tr>
<tr>
<td>The primary outcome was measured using a rubric/rating scheme that was the same across time and groups.</td>
<td>How study participants are similar/different from the broader TEP population is described. (If all PSTs in a TEP are in the study or if mandatory to participate, then 1 -- does not count if they just say 'PSTs who volunteered were included)</td>
<td></td>
</tr>
<tr>
<td>Multiple raters are used (to ensure reliability of the outcome measure).</td>
<td>Details of the site of the study (usually the TEP) are reported such that a &quot;typical&quot; site can be identified. (<strong>NOTE:</strong> 1 if the TEP is named; if not named, all the following must be reported: *Location of program (state and urbanicity); Size of program (approximate number of students), Type of program (alternative/traditional), Level of program (undergrad/postgrad)).)</td>
<td></td>
</tr>
<tr>
<td>The influence of stakes being attached to performance on the outcome (e.g. course grades, licensure, etc.) is discussed/reported.</td>
<td>The effects of the instructor as different to the effects of the treatment are discussed/reported/dealt with (<strong>EITHER researchers discuss the issue of the treatment being delivered by an instructor who may be highly enthusiastic, skilled, or suited to the treatment; OR the treatment is delivered by a number of trained facilitators).</strong></td>
<td></td>
</tr>
<tr>
<td>The influence of participants knowing the theory of change of the treatment (i.e. having expectations of its effect) is discussed/reported.</td>
<td>The research was undertaken in the authors' own teacher education course.</td>
<td></td>
</tr>
<tr>
<td>Treatment is blinded (participants do not know if they are part of the treatment or control condition; code 1 if reasonably sure from how they describe the intervention)</td>
<td>The analysis is clustered by site.</td>
<td></td>
</tr>
</tbody>
</table>

**Whether participants moved from treatment to comparison group (or vice versa, or not) is discussed/reported.** | 1=Yes, 0=No, 99=N/A (No comparison group) |

**Attrition from the experiment is discussed (AND/OR tested for bias).** | 1=Yes, 0=No (Code 1 if even slightly mentioned) |

**Measurement** | **External validity** |

<table>
<thead>
<tr>
<th><strong>Measurement</strong></th>
<th><strong>External validity</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>The primary outcome was measured using a rubric/rating scheme that was the same across time and groups.</td>
<td>How study participants are similar/different from the broader TEP population is described. (If all PSTs in a TEP are in the study or if mandatory to participate, then 1 -- does not count if they just say 'PSTs who volunteered were included)</td>
</tr>
<tr>
<td>Multiple raters are used (to ensure reliability of the outcome measure).</td>
<td>Details of the site of the study (usually the TEP) are reported such that a &quot;typical&quot; site can be identified. (<strong>NOTE:</strong> 1 if the TEP is named; if not named, all the following must be reported: *Location of program (state and urbanicity); Size of program (approximate number of students), Type of program (alternative/traditional), Level of program (undergrad/postgrad)).)</td>
</tr>
<tr>
<td>The influence of stakes being attached to performance on the outcome (e.g. course grades, licensure, etc.) is discussed/reported.</td>
<td>The effects of the instructor as different to the effects of the treatment are discussed/reported/dealt with (<strong>EITHER researchers discuss the issue of the treatment being delivered by an instructor who may be highly enthusiastic, skilled, or suited to the treatment; OR the treatment is delivered by a number of trained facilitators).</strong></td>
</tr>
<tr>
<td>The influence of participants knowing the theory of change of the treatment (i.e. having expectations of its effect) is discussed/reported.</td>
<td>The research was undertaken in the authors' own teacher education course.</td>
</tr>
<tr>
<td>Treatment is blinded (participants do not know if they are part of the treatment or control condition; code 1 if reasonably sure from how they describe the intervention)</td>
<td>The analysis is clustered by site.</td>
</tr>
</tbody>
</table>